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- Android/iPhone, Private/Public kindergartens, restaurant A/B
- gets individual noisy signal about the best alternative \& observes choices made by predecessors
- usually: failure of information aggregation (herding)
- first agents take the wrong action $\Rightarrow$ others repeat it \& ignore their private signals $\Rightarrow$ information cascade (Banerjee [1992], Bikhchandani et al. [1992])
- mitigation measures
- signals of unbounded quality (Smith and Sorensen [2000])
- restricted observation: actions of friends on a social network (Smith [1991], Sgroi [2002], Acemoglu et al. [2010])
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## The big puzzle

Which properties of the network are responsible for information aggregation?

- Are we the first to study this question? NO and YES
- NO
- topological conditions for a given ordering of agents Smith [1991], Sgroi [2002], Acemoglu et al. [2010]
- the timing of decisions determines social connections
- reasonable for life-long decisions (doctor/teacher) but not for (Android/iPhone)
- YES if the social structure and the timing of decisions are unrelated
- Our model: the network is given and the order is random
- the network must aggregate information for most orders (very demanding!)
- an example of such a network (Bahar et al. [2020])
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## What will we see?

- Localization phenomenon: agent's decision is almost independent from those who are far away $\Rightarrow$
- no global information cascades
- quality of agent's decision is determined by his small neighborhood
- Local learning requirement: the condition on agent's neighborhood for high-quality decision
- Want well-informed decisions? Make sure to be a part of mutually exclusive social circles!
- Applications: constructing networks where learning is robust to disruptions
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- the utility is 1 if $a_{v}=\theta$ and 0 , otherwise.
- A finite Bayesian game $\Rightarrow$ an equilibrium exists
- Learning qualities of an agent / of the network:

$$
\mathbb{P}\left(a_{v}=\theta\right) \quad / \quad L(G)=\frac{1}{|V|} \sum_{v \in V} \mathbb{P}\left(a_{v}=\theta\right)
$$

- the network supports learning if $L(G) \approx 1$
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- 1st and 2nd agents get the same blue signals
- 3rd agent repeats their action and ignores his signal
- and so on

The 1st two agents got wrong signals w.p. $(1-p)^{2} \Rightarrow$

$$
L\left(K_{n}\right) \leq 1-(1-p)^{2}
$$
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## Example: celebrity graphs (Bahar et al. [2020])

$n$ commoners and $m$ celebrities observing each other: $n \gg m \gg 1$.

## Theorem (Bahar et al. [2020])

$\forall \delta>0$ there is a celebrity graph with $L \geq 1-\delta$.

$$
m \text { celebrities }
$$



## Remarks:

- the only known family of graphs with $L$ close to 1
- non-robustness: minority of celebrities is critical for learning
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## Implications:

- $d(v, u) \gg e \cdot D \Longrightarrow \mathbb{P}\left(a_{v}\right.$ and $a_{u}$ are dependent $)$ is exp. small
- impossibility of global information cascades
- the quality of $v$ 's decision is determined by the local structure of the network around $v$
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## Summary

- Decoupling the network and the order of actions
- long paths of information transmission \& global cascades are unlikely
- learning quality of an agent is determined by the local structure
- LLR: a necessary condition for high quality \& no local cascades
- Bayesian models do not have explicit solutions
- Our approach is indirect. No insights in how equilibria look like.
- Future:
- How do equilibria look like? a simple open problem
- Other necessary and sufficient conditions for high learning quality
Thank you!
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$\left|E\left(U, U^{\prime}\right)\right|=\frac{d}{|V|} \cdot|U| \cdot\left|U^{\prime}\right|+\tau, \quad$ where $\quad|\tau| \leq \lambda_{2} \sqrt{|U|\left|U^{\prime}\right|}$.
$(\star \star)$ : if $|U|=\alpha|V|$, the average degree in $\left.G\right|_{U}$ is $\frac{|E(U, U)|}{|U|} \approx \alpha \cdot d$.
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- Strong evidence for $\theta=$ red? NO
- What if one observation was blue? then YES
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Arbitrary $G=(V, E)$ with learning quality $L(G)=1-\delta$.
For uniformly random $U \subset V$ such that $|U|=\alpha \cdot|V|$, the subnetwork satisfies

$$
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## Proof sketch

- Coupling between learning on $G$ and the choice of $U$ :

$$
U=\{\text { the set of } \alpha \cdot|V| \text { earliest arrivals }\} .
$$

- Learning on $\left.G\right|_{U}$ becomes a part of learning on $G \Rightarrow$

$$
L(G) \leq \alpha \cdot \mathbb{E}\left[L\left(\left.G\right|_{U}\right)\right]+(1-\alpha) \cdot 1 .
$$

Example: celebrity graph, $\alpha=50 \% \Rightarrow \simeq 50 \%$ celebrities remain.

