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$$
\mu \succeq \nu \Longleftrightarrow \int g \mathrm{~d} \mu \geq \int g \mathrm{~d} \nu \text { for any convex monotone } \mathrm{g}
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Theorem (Daskalakis et al (2017))

$$
\text { optimal revenue }=\underset{\substack{\text { positive measures } \gamma \\ \text { on } \mathbb{R}_{+}^{m} \times \mathbb{R}_{+}^{m} \\ \gamma_{1}-\gamma_{2} \succeq \psi}}{ } \int_{\mathbb{R}_{+}^{m} \times \mathbb{R}_{+}^{m}}\left\|v-v^{\prime}\right\|_{1} \mathrm{~d} \gamma\left(v, v^{\prime}\right)
$$
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## Theorem (strong duality)
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Corollary: duality by Daskalakis et al. (2017)

## Applications

Strong duality $\Rightarrow$ complementary slackness conditions
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## Strong duality $\Rightarrow$ complementary slackness conditions

- allow to disprove optimality
- Example: For $\rho(v)=\rho_{1}\left(v_{1}\right) \cdot \ldots \cdot \rho_{m}\left(v_{m}\right)$, selling separately is never optimal ${ }^{1}$
- help to guess an explicit solution and to prove optimality
- Example: For $n=1$ and $m=2$ i.i.d. uniform items, selling each for $\frac{2}{3}$ or both for $\frac{4-\sqrt{2}}{3}$ is optimal ${ }^{2}$

Question: Any hope for an explicit solution with $n \geq 2$ and $m=2$ i.i.d. uniform items? Perhaps, not

[^7]
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## Pictures for dessert: 2 bidders, 2 i.i.d. uniform items

Probability to receive the first item as a function of bidder's values $\left(v_{1}, v_{2}\right)$ in the optimal auction (about algoritm ):


## Thank you!

## Complementary slackness conditions

Optimal $u^{\text {opt }}$, functions $\varphi_{i}^{\text {opt }}$, measure $\pi^{\text {opt }}$, and vector field $f^{\text {opt }}$ satisfy:

$$
\begin{gathered}
\int u^{\mathrm{opt}}(v) \mathrm{d} \psi(v)=\int u^{\mathrm{opt}}(v) \mathrm{d} \pi^{\mathrm{opt}}(v) \\
f_{i}^{\mathrm{opt}}(v) \in \partial \varphi_{i}^{\mathrm{opt}}\left(\frac{\partial u^{\mathrm{opt}}}{\partial v_{i}}(v)\right) \\
\int \varphi_{i}^{\mathrm{opt}}\left(\frac{\partial u^{\mathrm{opt}}}{\partial v_{i}}(v)\right) \rho(v) \mathrm{d} v=\int_{0}^{1} \varphi_{i}^{\mathrm{opt}}\left(z^{n-1}\right) \mathrm{d} z
\end{gathered}
$$

## Algorithmic ideas back to simulations

- Automated mechanism design: revenue maximization is an LP, let's feed it to an LP solver; Sandholm (2003)
- Curse of dimensionality: If each of $n$ agents can have $q$ different
values for each of $m$ items $\Rightarrow$ the dimension $\sim\left(q^{n}\right)^{m}$
- How to avoid:

- Linearization via transport:
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## Revenue



Revenue as a function of the number of bidders $n$ for two items with i.i.d. values uniform on $[0,1]$. Graphs from bottom to top: selling separately (light-green), selling optimally (blue), full surplus extraction (red), limit for $n \rightarrow \infty$ (the dashed line).

Remark: For $n=2$, selling optimally improves upon selling separately
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Revenue as a function of the number of bidders $n$ for two items with i.i.d. values uniform on $[0,1]$. Graphs from bottom to top: selling separately (light-green), selling optimally (blue), full surplus extraction (red), limit for $n \rightarrow \infty$ (the dashed line).

Remark: For $n=2$, selling optimally improves upon selling separately by $5 \%$
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