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#### Abstract

The Boltzmann distribution is used in statistical mechanics to describe the distribution of states in systems with a given temperature. We give a novel characterization of this distribution as the unique one satisfying independence for uncoupled systems. The theorem boils down to a statement about symmetries of the convolution semigroup of finitely supported probability measures on the natural numbers, or, alternatively, about symmetries of the multiplicative semigroup of polynomials with non-negative coefficients.


## 1. Introduction

In statistical mechanics, a system can be found in various possible states, which may differ by their energies. In an equilibrium with a given temperature, the distribution of states is given by the Boltzmann distribution: The probability that the system has energy $E$ is proportional to the number (or mass) of states with energy $E$ times $\mathrm{e}^{-\beta E}$, where $1 / \beta$ is proportional to the temperature. Formally, if $\mu$ is a probability measure on the reals describing the mass of states at each energy-i.e., for $A \subseteq \mathbb{R}$, the mass of states with energy in $A$ is $\mu(A)$-then the distribution of energy is given by the measure $\Phi_{\beta}[\mu]$ where

$$
\mathrm{d} \Phi_{\beta}[\mu](E)=C \mathrm{e}^{-\beta E} \mathrm{~d} \mu(E)
$$

and $C$ is the normalization constant.
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The map $\Phi_{\beta}$ that assigns to each probability measure $\mu$ on $\mathbb{R}$ the measure $\Phi_{\beta}[\mu]$ has two important properties: First, it preserves the measure class of $\mu$, so that $\mu$ and $\Phi_{\beta}[\mu]$ are mutually absolutely continuous. Second, it commutes with convolution:

$$
\begin{equation*}
\Phi_{\beta}\left[\mu_{1} * \mu_{2}\right]=\Phi_{\beta}\left[\mu_{1}\right] * \Phi_{\beta}\left[\mu_{2}\right] . \tag{1.1}
\end{equation*}
$$

In terms of the physics, the first property corresponds to the fact that we cannot find the system at an energy that is not attained at any state, and that any state can be attained. The second property involves products of independent systems. Suppose that $\mu_{1}$ and $\mu_{2}$ describe the distribution of states in two systems. Form a new system whose set of states is the product of the two sets of states, and whose energy in each state is the sum of the two corresponding energies; this corresponds to no interaction between the two subsystems. Then the convolution $\mu_{1} * \mu_{2}$ describes the new system, and (1.1) follows from the assumption that the joint distribution of states is the product measure of the distributions in the two subsystems. That is, there is no correlation between systems that do not interact.

The usual explanation for the Boltzmann distribution is one of maximum entropy. In this paper, we offer an alternative one: Our main result is that the members of the family $\left(\Phi_{\beta}\right)_{\beta \in \mathbb{R}}$ are the unique maps that are measure-class-preserving and commute with convolution. Note that $\Phi_{\beta}$ is not well-defined for every probability measure $\mu$ on $\mathbb{R}$, since normalization is impossible when the tails are too thick. We limit ourselves to finitely supported $\mu$, and furthermore to $\mu$ supported on the integers or on the rationals.

The map $\Phi_{\beta}$ is also the tilting map, whose usefulness in the theory of large deviations stems from the fact that it commutes with convolutions. It is thus natural to ask which maps from measures to measures are like tilting, in the sense that they preserve the measure class and commute with convolution. In this context, our main result is a negative one, stating that none other exist.

Given a subset $S \subseteq \mathbb{R}$ closed with respect to addition, denote by $\mathcal{P}(S)$ the set of finitely supported probability measures on $S$. This is a semi-group under the operation of convolution. We say that $\Phi: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ is support-preserving if $\mu$ and $\Phi[\mu]$ are mutually absolutely continuous for all $\mu \in \mathcal{P}(S)$. We say that $\Phi$ is an endomorphism if it commutes with convolution, i.e., if $\Phi\left[\mu_{1} * \mu_{2}\right]=\Phi\left[\mu_{1}\right] * \Phi\left[\mu_{2}\right]$.

The map $\Phi_{\beta}: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ given by

$$
\Phi_{\beta}[\mu](s)=\frac{\mu(s) \mathrm{e}^{-\beta s}}{\sum_{t} \mu(t) \mathrm{e}^{-\beta t}}
$$

is easily verified to be a support preserving endomorphism. Our main result is that these are the unique ones.

Theorem 1. Suppose that $S$ is either $\mathbb{N}, \mathbb{Z}$, or $\mathbb{Q}$. Then, for every support-preserving endomorphism $\Phi$ of $\mathcal{P}(S)$, there exists a constant $\beta \in \mathbb{R}$ such that $\Phi=\Phi_{\beta}$.

For $S=\mathbb{R}$, the corresponding claim is not true, as we discuss below. However, it does hold if we also require $\Phi$ to be weakly continuous, as a corollary of the statement for $S=\mathbb{Q}$.

Note that even though $\Phi$ is not assumed to be a bijection, this property emerges as a consequence of the assumptions of Theorem 1. Another emergent property is that, up to normalization, $\Phi$ is affine, i.e., there is a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $\Phi[\mu](s)$ is proportional to $\mu(s) f(s)$. We do not assume affinity; under such an additional assumption it is easy to show that $f$ is an exponential.

The bulk of the effort in the proof of Theorem 1 is the case $S=\mathbb{N}$. By considering probability-generating functions, this question can be reduced to a question about polynomials. Overloading notation, denote by $\mathcal{P}(\mathbb{N})$ the polynomials in one variable whose coefficients are non-negative and sum to one:

$$
\mathcal{P}(\mathbb{N})=\left\{p(x)=\sum_{k=0}^{n} p_{k} x^{k} \mid p_{k} \geq 0, p(1)=1\right\} .
$$

These are precisely the probability-generating functions of finitely supported probability measures on $\mathbb{N}$.

Say that $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ is support preserving if it preserves the set of positive coefficients. That is, if $p^{\prime}=\Phi[p]$, then $p_{k}^{\prime}>0$ if and only if $p_{k}>0$. Say that $\Phi$ is multiplicative if $\Phi\left[p \cdot p^{\prime}\right]=\Phi[p] \cdot \Phi\left[p^{\prime}\right]$. These two properties, translated back to probability measures, are equivalent to $\Phi$ being a support-preserving endomorphism.

Theorem 2. For every support-preserving multiplicative $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ there exists a constant $\gamma>0$ such that $\Phi[p](x)=p(\gamma x) / p(\gamma)$.

Note that by identifying finitely supported probability measures on $\mathbb{N}$ with their probability-generating functions, this result immediately implies the case $S=\mathbb{N}$ in Theorem 1.

A corollary of Theorem 2 is that if $p$ is a polynomial with at least two termse.g., $p(x)=(x+1) / 2$ - then $\Phi$ is completely determined by $\Phi[p]$ : if $\Phi^{\prime}[p]=\Phi[p]$ for two support-preserving multiplicative maps $\Phi, \Phi^{\prime}$, then $\Phi=\Phi^{\prime}$. Indeed, Theorem 2 is equivalent to the statement that if $\Phi[(x+1) / 2]=(x+1) / 2$ and $\Phi$ is support-preserving and multiplicative then $\Phi$ is the identity.

This may be a priori surprising since it is not clear how fixing $\Phi[(x+1) / 2]$ would constrain $\Phi[q]$ for any $q$ that is not a power of $(x+1) / 2$. Indeed, one could have imagined that any choice of $\Phi[(x+1) / 2]$ and, say, $\Phi\left[\left(x^{2}+x^{17}\right) / 2\right]$ that is support-preserving could be extended to a support-preserving and multiplicative $\Phi$. Nevertheless, this is generally impossible, as a consequence of Theorem 2. The underlying reason is that $\mathcal{P}(\mathbb{N})$ is not a unique factorization domain.

Say that $p \in \mathcal{P}(\mathbb{N})$ is irreducible if it cannot be written as a product $p=q_{1} \cdot q_{2}$, for $q_{1}, q_{2} \in \mathcal{P}(\mathbb{N})$ such that $q_{1}, q_{2} \neq 1$. It is easy to see that every $p \in \mathcal{P}(\mathbb{N})$ can be written as a product of irreducibles. But importantly, this decomposition is not always unique. Hence, if $p=q_{1} \cdot q_{2}=r_{1} \cdot r_{2}$, then $\Phi\left[q_{1}\right] \cdot \Phi\left[q_{2}\right]=\Phi\left[r_{1}\right] \cdot \Phi\left[r_{2}\right]$, providing additional constraints on $\Phi$. As it turns out, there are sufficiently many such constraints for $\Phi[(x+1) / 2]$ to fix $\Phi$.

Proof techniques. The main tool in the proof of Theorem 2 is the extension of a support-preserving multiplicative $\Phi$ to the larger domain

$$
\mathcal{M}(\mathbb{N})=\left\{p(x)=\sum_{k=1}^{d} p_{k} x^{k} \mid p(x)>0 \text { for all } x>0, p(1)=1\right\} .
$$

These are the polynomials that are positive for positive $x$ and whose coefficients sum to 1. Equivalently, these are the probability-generating functions of signed, finitely supported probability measures on $\mathbb{N}$ that have a positive moment generating function. In statistical mechanics terms, these measures describe systems that have anti-states - a negative number of states at some energies - but still have a positive partition function.

The fact that $\Phi$ can be extended to a multiplicative map on $\mathcal{M}(\mathbb{N})$ follows from the following classical result due to Poincaré [8].

Lemma 1.1 (Poincaré). For every $p \in \mathcal{M}(\mathbb{N})$ there is an $r \in \mathcal{P}(\mathbb{N})$ such that $p \cdot r \in$ $\mathcal{P}(\mathbb{N})$.

Using this, we can extend the domain of any support-preserving multiplicative $\Phi$ to $\mathcal{M}(\mathbb{N})$ by choosing for $p \in \mathcal{M}(\mathbb{N})$ an $r \in \mathcal{P}(\mathbb{N})$ such that $p \cdot r \in \mathcal{P}(\mathbb{N})$ and setting

$$
\Phi[p]=\frac{\Phi[p \cdot r]}{\Phi[r]}
$$

As we show, this is well-defined, i.e., independent of the choice of $r$. However, $\Phi[p]$ could now be a rational function. The first part of our proof is dedicated to showing that the image of this extension of $\Phi$ is, in fact, in $\mathcal{M}(\mathbb{N})$.

The advantage of $\mathcal{M}(\mathbb{N})$ is that it is a unique factorization domain: This set consists of the polynomials $p$ with $p(1)=1$ that have no positive roots, and hence, by the fundamental theorem of algebra, each $p \in \mathcal{M}(\mathbb{N})$ can be written as a product of linear terms with non-positive roots and quadratic terms without real roots, all in $\mathcal{M}(\mathbb{N})$, and this decomposition is unique. Since $\Phi$ commutes with multiplication, in order to show that $\Phi[p]=\Phi_{\beta}[p]$ for all $p \in \mathcal{M}(\mathbb{N})$, it suffices to show that this holds for linear and quadratic $p$. This is what the remainder of our effort is dedicated to.

Polynomials with rational coefficients. Recall that, in the physics interpretation, a measure $\mu$ represents the mass of states at each energy level. In quantum mechanical settings, there are often only finitely many states at each energy level. In this case, the measure $\mu$ will have rational probabilities, and the corresponding probabilitygenerating function will be a polynomial with rational coefficients. This motivates the pursuit of the same questions, but in a rational setting. Let

$$
\mathcal{P}_{\mathbb{Q}}(\mathbb{N})=\left\{p(x)=\sum_{k=0}^{d} p_{k} x^{k} \mid p_{k} \in \mathbb{Q}_{\geq 0}, \quad p(1)=1\right\}
$$

be the set of polynomials with non-negative rational coefficients that sum to one. As in the real case, a map $\Phi: \mathcal{P}_{\mathbb{Q}}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ is said to be support-preserving and multiplicative if $\Phi[\mu]$ and $\mu$ are mutually absolutely continuous and if $\Phi\left[\mu_{1} * \mu_{2}\right]=$ $\Phi\left[\mu_{1}\right] * \Phi\left[\mu_{2}\right]$. The next result shows that Theorem 2 still holds in this setting.

Theorem 3. For every support-preserving multiplicative $\Phi: \mathcal{P}_{\mathbb{Q}}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ there exists a constant $\gamma>0$ such that $\Phi[p](x)=p(\gamma x) / p(\gamma)$.

The proof of Theorem 3 requires additional arguments beyond those of Theorem 2. The main difficulty is that the rationality of the coefficients leads to more (and more complicated) irreducible polynomials. We circumvent this issue by using the arguments from the proof of Theorem 2 to show a similar statement for a dense sub-semigroup that does have simple irreducibles, and then proving the following automatic continuity type result.

We say that a set of polynomials $P$ is rich if $P$ contains $q(x)=x$ and, with each polynomial of the form $p(x)=x^{m} \cdot r(x)$ contained in $P$, the polynomial $r(x)$ is also contained in $P$.

Proposition 1.2. Let $M \subset M^{\prime}$ be rich dense sub-semi-groups of $\mathcal{M}(\mathbb{N})$. Suppose $\Phi: M^{\prime} \rightarrow \mathcal{M}(\mathbb{N})$ is multiplicative and degree-preserving, $\Phi[p] \in \mathcal{P}(\mathbb{N})$ for $p \in M^{\prime} \cap$ $\mathcal{P}(\mathbb{N})$, and the restriction of $\Phi$ to $M$ is the identity map. Then $\Phi$ is the identity map.

Here, "degree-preserving" means that $q$ and $\Phi[q]$ are polynomials of the same degree. The topology over $\mathcal{M}(\mathbb{N})$ is the topology of simultaneous convergence of the coefficients and the degree.

## Open questions.

Probability measures over the reals. Since $\mathcal{P}(\mathbb{Q})$ is a dense subset of the set $\mathcal{P}(\mathbb{R})$ of finitely supported probability measures on $\mathbb{R}$, any continuous support-preserving endomorphism of $\mathcal{P}(\mathbb{Q})$ is of the form $\Phi_{\beta}$.

There are many other support-preserving endomorphisms of $\mathcal{P}(\mathbb{R})$. Indeed, if $\pi: \mathbb{R} \rightarrow \mathbb{R}$ is any non-continuous solution to the Cauchy equation $\pi(x+y)=$
$\pi(x)+\pi(y)$, then

$$
\Phi[\mu](x)=\frac{\mu(x) \mathrm{e}^{-\pi(x)}}{\sum_{y} \mu(y) \mathrm{e}^{-\pi(y)}}
$$

is a support-preserving endomorphism. Of course, this is non-constructive, since the existence of non-continuous solutions of the Cauchy equation requires an application of the axiom of choice. A natural conjecture is that any support preserving endomorphism on $\mathcal{P}(\mathbb{R})$ that is not continuous (equivalently, not of the form $\Phi_{\beta}$ ) is not measurable, requiring the axiom of choice.

The same conjecture can be made about support-preserving endomorphisms of the set of compactly supported (rather than finitely supported) probability measures on the reals. In this case, we suspect that the conjecture follows from automatic continuity results for Polish groups.

Support preserving endomorphisms of $\mathcal{P}\left(\mathbb{Z}^{d}\right)$ and beyond. Our techniques do not extend beyond $d=1$ in a straightforward way, as multivariate polynomials do not generally decompose into a product of simple factors, such as the quadratic polynomials in the one-dimensional case. We thus offer the following question: Is there, for every support-preserving endomorphism $\Phi: \mathcal{P}\left(\mathbb{Z}^{d}\right) \rightarrow \mathcal{P}\left(\mathbb{Z}^{d}\right)$, a vector $\beta=\left(\beta_{1}, \ldots, \beta_{d}\right)$ such that

$$
\Phi[\mu](x)=\frac{\mu(x) \mathrm{e}^{-\beta \cdot x}}{\sum_{y} \mu(y) \mathrm{e}^{-\beta \cdot y}} ?
$$

More generally, given a semigroup $G$, does there always exist a homomorphism $\pi: G \rightarrow \mathbb{R}$ such that every support-preserving $\Phi: \mathcal{P}(G) \rightarrow \mathcal{P}(G)$ is of the form

$$
\Phi[\mu](x)=\frac{\mu(x) \mathrm{e}^{-\pi(x)}}{\sum_{y} \mu(y) \mathrm{e}^{-\pi(y)}} ?
$$

Weakening the support-preserving requirement. For $S \subset \mathbb{R}$, say that $\Psi: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ is weakly support-preserving if $\Psi[\mu]$ is absolutely continuous with respect to $\mu$, i.e., the support of $\Psi[\mu]$ is a subset of the support of $\mu$. Clearly, every support-preserving $\Phi$ is also weakly support-preserving, and so the class of support-preserving endomorphisms of, say, $\mathcal{P}(\mathbb{N})$ is contained in the weakly support-preserving ones. We conjecture that the set of all weakly support-preserving endomorphisms is exhausted by $\Phi_{\beta}$ and the two limiting cases $\Phi_{+\infty}=\lim _{\beta \rightarrow+\infty} \Phi_{\beta}$ and $\Phi_{-\infty}=\lim _{\beta \rightarrow-\infty} \Phi_{\beta}$, which correspond to putting a point mass on the maximal or minimal point of the support, respectively.

Related literature. This paper is related to other work on polynomials with nonnegative coefficients. This literature consists of two lines of research.

The line closest to our analysis originated from the classical works of Poincaré [8] and Pólya [9], exploring the relation of non-negativity of a polynomial $p$ and the
possibility of finding a factor $r$ such that $r \cdot p$ has non-negative coefficients under various assumptions on $r$; see a recent contribution by Michelen and Sahasrabudhe [5] for a survey.

A related strain of research explores the connection between the coefficients and the distribution of zeros. Since polynomials with non-negative coefficients are momentgenerating functions of finitely-supported distributions, this direction is tightly related to non-classical limit theorems of probability theory; see the series of papers by Michelen and Sahasrabudhe for recent progress [3, 4, 6].

The algebra of the semi-group of measures on the reals under convolutions is well studied, including its homomorphisms to $\mathbb{R}, \mathbb{Z}$ and $\mathbb{C}$; see "Algebraic Probability Theory," a book by Ruzsa and Székely [10], as well as more recent work [1, 7]. Homomorphisms into general groups were considered by Mattner [2].
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## 2. Preliminaries

Recall that $\mathcal{P}(\mathbb{N})$ is the set of polynomials $p(x)=\sum_{k=0}^{d} p_{k} x^{k}$ such that $p_{k} \geq 0$ and $p(1)=\sum_{k} p_{k}=1$. We denote by $\operatorname{deg}(p)$ the degree of $p$. The set $\mathcal{P}(\mathbb{N})$ is contained in $\mathcal{M}(\mathbb{N})$, the set of polynomials $p$ such that $p(1)=1$ and $p(x)>0$ for all $x>0$. Note that the latter condition can be equivalently changed to $p(x) \neq 0$ for all $x>0$, so that $\mathcal{M}(\mathbb{N})$ consists of the polynomials $p$ with no positive roots such that $p(1)=1$.

For notational convenience, we will sometimes omit normalization constants, often writing these polynomials in monic form. For example, $p(x)=(x+1) / 2 \in \mathcal{P}(\mathbb{N})$ will be written as $p(x)=x+1$. Similarly, an expression of the form $\Phi[(x+1) / 2]=(x+2) / 3$ will be written more succinctly as $\Phi[x+1]=x+2$. Since every polynomial with non-positive roots can be normalized to a unique $p \in \mathcal{M}(\mathbb{N})$, and since normalization preserves the support and commutes with multiplication, this will introduce no ambiguity.

For $\gamma>0$, let $\Psi_{\gamma}: \mathcal{M}(\mathbb{N}) \rightarrow \mathcal{M}(\mathbb{N})$ be given by

$$
\begin{align*}
\Psi_{\gamma}: \mathcal{M}(\mathbb{N}) & \rightarrow \mathcal{M}(\mathbb{N}) \\
p(x) & \mapsto p(x / \gamma) . \tag{2.1}
\end{align*}
$$

Note that we omit normalization constants, as explained above; the normalized form is $\Psi_{\gamma}[p]=p(x / \gamma) / p(1 / \gamma)$. In terms of probability measures, $\Psi_{\gamma}$ corresponds to the map $\Phi_{\beta}$ from the introduction, for $\beta=\log \gamma$. In particular, it is easy to verify that $\Psi_{\gamma}$ is support-preserving and multiplicative, and-importantly-that it maps $\mathcal{P}(\mathbb{N})$ to $\mathcal{P}(\mathbb{N})$.

The following lemma is a strengthening of Lemma 1.1. It is a consequence of Pólya's Positivenstellensatz [9], which is a more general statement about multivariate polynomials.

Lemma 2.1 (Pólya). For every $q \in \mathcal{M}(\mathbb{N})$ it holds for all $n$ large enough that $q(x)$. $(x+1)^{n} \in \mathcal{P}(\mathbb{N})$.

Note that we here again drop the normalization constant and write $(x+1)^{n}$ rather than $2^{-n}(x+1)^{n}$.

We will need a slight strengthening of this lemma.
Lemma 2.2. For every $q \in \mathcal{M}(\mathbb{N})$ and all $\gamma>0$ it holds for all $n$ large enough that $q(x)(x+\gamma)^{n} \in \mathcal{P}(\mathbb{N})$.
Proof. Note that $\Psi_{\gamma}$ maps $x+1$ to $x+\gamma$ (omitting normalization). Fix $q \in \mathcal{M}(\mathbb{N})$. By Lemma 2.1, we know that $\Psi_{\gamma^{-1}}[q](x) \cdot(x+1)^{n}$ is in $\mathcal{P}(\mathbb{N})$ for all $n$ large enough. Since $\Psi_{\gamma}$ is multiplicative,

$$
\Psi_{\gamma}\left[\Psi_{\gamma^{-1}}[q](x) \cdot(x+1)^{n}\right]=q(x) \cdot \Psi_{\gamma}\left[(x+1)^{n}\right]=q(x)(x+\gamma)^{n},
$$

and since $\Psi_{\gamma}$ maps $\mathcal{P}(\mathbb{N})$ to $\mathcal{P}(\mathbb{N})$, it follows that $q(x)(x+\gamma)^{n}$ is also in $\mathcal{P}(\mathbb{N})$ for all $n$ large enough.

## 3. Support-Preserving multiplicative maps of polynomials with NON-NEGATIVE COEFFICIENTS

In this section, we prepare the ingredients for proofs of Theorems 1, 2, and 3 and then prove the theorems. The first ingredient is extending a multiplicative supportpreserving $\Phi$ from the set of polynomials with non-negative coefficients $\mathcal{P}(\mathbb{N})$ to the set $\mathcal{M}(\mathbb{N})$ of polynomials without positive roots.
3.1. Extending the domain of $\Phi$. In this section we prove the following result.

Proposition 3.1. Every support-preserving multiplicative $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ can be (uniquely) extended to a degree-preserving multiplicative $\Phi: \mathcal{M}(\mathbb{N}) \rightarrow \mathcal{M}(\mathbb{N})$.

Let

$$
\mathcal{F}(\mathbb{N})=\left\{\frac{p^{\prime}}{p}: p, p^{\prime} \in \mathcal{P}(\mathbb{N})\right\}
$$

The first step towards proving Proposition 3.1 is to extend a support-preserving multiplicative $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ to a multiplicative $\Phi: \mathcal{M}(\mathbb{N}) \rightarrow \mathcal{F}(\mathbb{N})$.

To this end, given $q \in \mathcal{M}(\mathbb{N})$, there is, by Lemma 1.1, $p, r \in \mathcal{P}(\mathbb{N})$ such that $q \cdot p=r$. Define the extension of $\Phi$ to $\mathcal{M}(\mathbb{N})$ by

$$
\begin{equation*}
\Phi[q]=\frac{\Phi[r]}{\Phi[p]} . \tag{3.1}
\end{equation*}
$$

To see that this is well defined, suppose that $q \cdot p^{\prime}=r^{\prime}$ for some $p^{\prime}, r^{\prime} \in \mathcal{P}(\mathbb{N})$, and note that $q \cdot p \cdot p^{\prime} \in \mathcal{P}(\mathbb{N})$. Thus

$$
\Phi[r] \cdot \Phi\left[p^{\prime}\right]=\Phi[q \cdot p] \cdot \Phi\left[p^{\prime}\right]=\Phi\left[q \cdot p \cdot p^{\prime}\right]=\Phi\left[q \cdot p^{\prime}\right] \cdot \Phi[p]=\Phi\left[r^{\prime}\right] \cdot \Phi[p]
$$

and so

$$
\frac{\Phi[r]}{\Phi[p]}=\frac{\Phi\left[r^{\prime}\right]}{\Phi\left[p^{\prime}\right]}
$$

To see that $\Phi$ is multiplicative, i.e., that $\Phi\left[q \cdot q^{\prime}\right]=\Phi[q] \cdot \Phi\left[q^{\prime}\right]$ for all $q, q^{\prime} \in \mathcal{M}(\mathbb{N})$, suppose that $q \cdot p$ and $q^{\prime} \cdot p^{\prime}$ belong to $\mathcal{P}(\mathbb{N})$. Thus $q \cdot q^{\prime} \cdot p \cdot p^{\prime} \in \mathcal{P}(\mathbb{N})$. Hence,

$$
\Phi\left[q \cdot q^{\prime}\right]=\frac{\Phi\left[q \cdot q \cdot p \cdot p^{\prime}\right]}{\Phi\left[p \cdot p^{\prime}\right]}=\frac{\Phi[q \cdot p]}{\Phi[p]} \frac{\Phi\left[q^{\prime} \cdot p^{\prime}\right]}{\Phi\left[p^{\prime}\right]}=\Phi[q] \cdot \Phi\left[q^{\prime}\right] .
$$

We note that the extension defined by (3.1) is unique, since any extension that satisfies $\Phi\left[q \cdot q^{\prime}\right]=\Phi[q] \cdot \Phi\left[q^{\prime}\right]$ must satisfy (3.1) whenever $q \cdot p=r$.

To prove Proposition 3.1, we need to show that the image of this extension is, in fact, in the polynomials. To this end, for $0<a<b$, let ${ }^{1}$

$$
q^{a, b}(x)=x^{2}-a x+a b .
$$

Note that $q^{a, b} \in \mathcal{M}(\mathbb{N})$.
Then

$$
q^{a, b}(x) \cdot(x+t)=\left(x^{2}-a x+a b\right) \cdot(x+t)=x^{3}+(t-a) x^{2}+a(b-t) x+a b t
$$

and in particular

$$
\begin{aligned}
q^{a, b}(x) \cdot(x+a) & =x^{3}+a(b-a) x+a^{2} b \\
q^{a, b}(x) \cdot(x+b) & =x^{3}+(b-a) x^{2}+a b^{2}
\end{aligned}
$$

are both in $\mathcal{P}(\mathbb{N})$. Importantly, they have different supports. By (3.1),

$$
\Phi\left[q^{a, b}\right]=\frac{\Phi\left[q^{a, b}(x) \cdot(x+a)\right]}{\Phi[x+a]}=\frac{\Phi\left[q^{a, b}(x) \cdot(x+b)\right]}{\Phi[x+b]} .
$$

Now, because $q^{a, b}(x) \cdot(x+a)$ and $q^{a, b}(x) \cdot(x+b)$ have different supports, it follows from the support-preserving property of $\Phi$ that

$$
\Phi\left[q^{a, b}(x) \cdot(x+a)\right] \neq \Phi\left[q^{a, b}(x) \cdot(x+b)\right]
$$

Hence $\Phi[x+a] \neq \Phi[x+b]$. We have thus proved the following claim: ${ }^{2}$

[^1]Claim 3.2. Suppose that $\Phi$ is support-preserving and multiplicative. Then $\Phi[x+a] \neq$ $\Phi[x+b]$ for $a \neq b$.

With this claim, we are ready to prove our proposition.
Proof of Proposition 3.1. Let $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ be support preserving and multiplicative. Extend it to $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{F}(\mathbb{N})$ using (3.1). Choose any $a, b>0, a \neq b$, and fix $q \in \mathcal{M}(\mathbb{N})$. By Lemma 2.2, there is $n$ large enough so that both $q(x)(x+a)^{n}$ and $q(x)(x+b)^{n}$ are in $\mathcal{P}(\mathbb{N})$. We thus have that

$$
\Phi[q]=\frac{\Phi\left[q(x) \cdot(x+a)^{n}\right]}{\Phi\left[(x+a)^{n}\right]}=\frac{\Phi\left[q(x) \cdot(x+b)^{n}\right]}{\Phi\left[(x+b)^{n}\right]} .
$$

By Claim 3.2 and the support-preserving property, we know that there are some $c \neq d$ such that $\Phi[x+a]=x+c$ and $\Phi[x+b]=x+d$. Hence,

$$
\frac{\Phi\left[q(x) \cdot(x+a)^{n}\right]}{(x+c)^{n}}=\frac{\Phi\left[q(x) \cdot(x+b)^{n}\right]}{(x+d)^{n}},
$$

and rearranging we get

$$
\Phi\left[q(x) \cdot(x+a)^{n}\right](x+d)^{n}=\Phi\left[q(x) \cdot(x+b)^{n}\right] \cdot(x+c)^{n} .
$$

Both sides are polynomials and have the same roots. Of these roots, at least $n$ are equal to $-c$, since the right-hand side includes the term $(x+c)^{n}$. The left-hand side thus also has at least $n$ roots which are equal to $-c$. Since $c \neq d, \Phi\left[q(x) \cdot(x+a)^{n}\right]$ has at least $n$ roots equal to $-c$. It follows that

$$
\Phi[q]=\frac{\Phi\left[q(x) \cdot(x+a)^{n}\right]}{(x+c)^{n}}
$$

is a polynomial. Furthermore, it is in $\mathcal{M}(\mathbb{N})$, since it does not have positive roots. Finally, by the support-preserving property of $\Phi$,

$$
\operatorname{deg}\left(\Phi\left[q(x) \cdot(x+a)^{n}\right]\right)=\operatorname{deg}\left(q(x) \cdot(x+a)^{n}\right)=\operatorname{deg}(q)+n
$$

On the other hand, since $\Phi$ is a multiplicative,

$$
\operatorname{deg}\left(\Phi\left[q(x) \cdot(x+a)^{n}\right]\right)=\operatorname{deg}\left(\Phi[q] \cdot \Phi\left[(x+a)^{n}\right]\right)=\operatorname{deg}(\Phi[q])+n
$$

and so $\operatorname{deg}(\Phi[q])=\operatorname{deg}(q)$.
3.2. Linear polynomials and some quadratic polynomials. In this section, we prove the following proposition.

Proposition 3.3. Let $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ be support-preserving and multiplicative. Then there exists a constant $\gamma>0$ such that $\Phi[x+a]=x+\gamma$ a for all $a>0$.

Let $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ be support-preserving and multiplicative. Consider $\varphi: \mathbb{R}_{>0} \rightarrow$ $\mathbb{R}_{>0}$ given by $\Phi[x+t]=x+\varphi(t)$. We will show that $\varphi(a)=\gamma a$, thus proving Proposition 3.3. As a byproduct, we also show that $\Phi\left[x^{2}-a x+a b\right]=x^{2}-\gamma a x+\gamma^{2} a b$ for all $0<a<b$ (Corollary 3.6).

As above, let $q^{a, b}(x)=x^{2}-a x+a b$, for $0<a<b$. Then

$$
q^{a, b}(x) \cdot(x+t)=\left(x^{2}-a x+a b\right) \cdot(x+t)=x^{3}+(t-a) x^{2}+a(b-t) x+a b t
$$

is in $\mathcal{P}(\mathbb{N})$ for any $t \in[a, b]$. By Proposition 3.1,

$$
\begin{equation*}
\Phi\left[q^{a, b}\right]=\frac{\Phi\left[q^{a, b}(x) \cdot(x+t)\right]}{\Phi[x+t]}=\frac{\Phi\left[x^{3}+(t-a) x^{2}+a(b-t) x+a b t\right]}{x+\varphi(t)} \tag{3.2}
\end{equation*}
$$

is a polynomial for all $0<a<b$ and $t \in[a, b]$. In particular, for $t=a$ we get that

$$
\Phi\left[q^{a, b}\right]=\frac{\Phi\left[x^{3}+a(b-a) x+a^{2} b\right]}{x+\varphi(a)}
$$

is a polynomial. Using the support-preserving property of $\Phi$, we can write the numerator as $\Phi\left(x^{3}+a(b-a) x+a^{2} b\right)=x^{3}+c x+d$, which must have $x+\varphi(a)$ as a factor. Factoring $x+\varphi(a)$ from this polynomial yields that

$$
\begin{equation*}
\Phi\left[q^{a, b}\right]=x^{2}-\varphi(a) x+\varphi(a)^{2}+c \tag{3.3}
\end{equation*}
$$

Similarly, substituting $t=b$ into (3.2) we get

$$
\Phi\left[q^{a, b}\right]=\frac{\Phi\left(x^{3}+(b-a) x^{2}+a b^{2}\right)}{x+\varphi(b)}
$$

Writing the numerator as $\Phi\left[x^{3}+(b-a) x+a b^{2}\right]=x^{3}+e x^{2}+f$, and since $x+\varphi(b)$ is a factor of this polynomial, we get that

$$
\begin{equation*}
\Phi\left[q^{a, b}\right]=x^{2}-(\varphi(b)-e) x+\varphi(b)^{2}-e \varphi(b) \tag{3.4}
\end{equation*}
$$

Equating (3.3) and (3.4), we get that $\varphi(a)=\varphi(b)-e$. This then yields that

$$
\begin{equation*}
\Phi\left[q^{a, b}\right]=x^{2}-\varphi(a) x+\varphi(a) \varphi(b) \tag{3.5}
\end{equation*}
$$

Now, choose $t \in(a, b)$. Then $q^{a, b}(x) \cdot(x+t)$ is a cubic polynomial with positive coefficients and, by the above,

$$
\begin{aligned}
\Phi\left[q^{a, b}(x) \cdot(x+t)\right] & =\left(x^{2}-\varphi(a) x+\varphi(a) \varphi(b)\right)(x+\varphi(t)) \\
& =x^{3}+(\varphi(t)-\varphi(a)) x^{2}+\cdots .
\end{aligned}
$$

By the support-preserving property of $\Phi$, the coefficient of $x^{2}$ must be positive, and so we have shown that $\varphi$ is strictly monotone increasing:
Claim 3.4. If $0<a<b$, then $\varphi(a)<\varphi(b)$.
We are now ready to prove the main result of this section.

Proof of Proposition 3.3. Note that

$$
\begin{aligned}
q^{a, b}(x) \cdot(x+2 b)^{2} & =\left(x^{2}-a x+a b\right) \cdot(x+2 b)^{2} \\
& =x^{4}+(4 b-a) x^{3}+b(4 b-3 a) x^{2}+4 a b^{3} .
\end{aligned}
$$

is in $\mathcal{P}(\mathbb{N})$. Since

$$
\begin{aligned}
\Phi\left[q^{a, b}(x)\right] \cdot \Phi\left[(x+2 b)^{2}\right] & =\left(x^{2}-\varphi(a) x+\varphi(a) \varphi(b)\right) \cdot(x+\varphi(2 b))^{2} \\
& =\cdots+\left(2 \varphi(a) \varphi(b) \varphi(2 b)-\varphi(a) \varphi(2 b)^{2}\right) x+\cdots
\end{aligned}
$$

it follows from the support-preserving property of $\Phi$ that

$$
2 \varphi(a) \varphi(b) \varphi(2 b)-\varphi(a) \varphi(2 b)^{2}=0
$$

or

$$
\varphi(2 b)=2 \varphi(b) .
$$

Likewise,

$$
\begin{aligned}
q^{a, b}(x) \cdot(x+3 b)^{3} & =\left(x^{2}-a x+a b\right) \cdot(x+3 b)^{3} \\
& =x^{5}+(9 b-a) x^{4}+b(27 b-8 a) x^{3}+b^{2}(27 b-18 a) x^{2}+27 a b^{4}
\end{aligned}
$$

is in $\mathcal{P}(\mathbb{N})$ for $b>a$. Since

$$
\begin{aligned}
\Phi\left[q^{a, b}(x)\right] \cdot \Phi\left[(x+3 b)^{3}\right] & =\left(x^{2}-\varphi(a) x+\varphi(a) \varphi(b)\right) \cdot(x+\varphi(3 b))^{3} \\
& =\cdots+\left(3 \varphi(a) \varphi(b) \varphi(3 b)^{2}-\varphi(a) \varphi(3 b)^{3}\right) x+\cdots
\end{aligned}
$$

again applying the support-preserving property of $\Phi$ yields that

$$
3 \varphi(a) \varphi(b) \varphi(3 b)^{2}-\varphi(a) \varphi(3 b)^{3}=0
$$

or

$$
\varphi(3 b)=3 \varphi(b) .
$$

It thus follows from Lemma 3.5 below that there exists a constant $\gamma>0$ such that $\varphi(b)=\gamma b$.

Lemma 3.5. Suppose that $f: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ is strictly monotone increasing, and satisfies $f(2 x)=2 f(x)$ and $f(3 x)=3 f(x)$. Then there exists a constant $c>0$ such that $f(x)=c x$.

Proof. Since 2 and 3 are coprime, the set $X=\left\{2^{m} 3^{n}: m, n \in \mathbb{Z}\right\}$ is dense in $\mathbb{R}_{>0}$. Since $f(2 x)=2 f(x)$ and $f(3 x)=3 f(x)$, we obtain that $f(x)=x f(1)$ for all $x \in X$. Given any $y \in \mathbb{R}_{>0}$, choose a sequence $\left(x_{n}^{+}\right)_{n}$ in $X$ that converges to $y$ from above, and likewise $\left(x_{n}^{-}\right)_{n}$ that converges to $y$ from below. Then, by the monotonicity of $f$,

$$
y f(1)=\lim _{n} x_{n}^{+} f(1)=\lim _{n} f\left(x_{n}^{+}\right) \geq f(y) \geq \lim _{n} f\left(x_{n}^{-}\right)=\lim _{n} x_{n}^{-} f(1)=y f(1)
$$

In particular, $f(y)=f(1) y$.

We end this section with the following result which is a corollary of Proposition 3.3 and identity (3.5):
Corollary 3.6. Consider an extension of a support-preserving and multiplicative $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ to $\mathcal{M}(\mathbb{N})$ and define $\gamma$ by $\Phi[x+1]=x+\gamma$. Then $\Phi\left[x^{2}-a x+b a\right]=$ $x-\gamma a x+\gamma^{2} a b$ for all $0<a<b$.
3.3. Quadratic polynomials. Consider a polynomial of the form $q^{a}(x)=x^{2}-a x+1$. For $q^{a}$ to be in $\mathcal{M}(\mathbb{N})$, the discriminant must be negative, i.e., $a<2$.
Claim 3.7. Suppose that $\Phi$ is support-preserving and multiplicative, and $\Phi[x+1]=$ $x+1$. Then $\Phi\left[q^{a}\right]=q^{a}$ for all $a \in[-1,1] \backslash\{0\}$.
Proof. For $a \in(0,1)$, we know from Corollary 3.6 that $\Phi\left[q^{a}\right]=q^{a}$, by choosing $b=$ $1 / a$. We next demonstrate that $\Phi\left[q^{a}\right]=q^{a}$ for $a=1$. Let $\Phi\left[x^{2}-x+1\right]=x^{2}-a^{\prime} x+b^{\prime}$. Note that

$$
\left(x^{2}-x+1\right)(x+1)=x^{3}+1
$$

Hence, by the support-preserving property of $\Phi$, in the expression

$$
\Phi\left[\left(x^{2}-x+1\right)(x+1)\right]=\left(x^{2}-a^{\prime} x+b^{\prime}\right)(x+1)=x^{3}+\left(1-a^{\prime}\right) x^{2}+\left(b^{\prime}-a^{\prime}\right) x+b^{\prime}
$$

the coefficients of $x$ and $x^{2}$ must vanish. We obtain $1-a^{\prime}=0$ and $b^{\prime}-a^{\prime}=0$. Thus $a^{\prime}=b^{\prime}=1$ and so $\Phi\left[q^{a}\right]=q^{a}$ for $a=1$.

Now suppose $a \in[-1,0)$. Then $q^{a} \in \mathcal{P}(\mathbb{N})$ so $\Phi\left(q^{a}\right)=x^{2}+a^{\prime} x+b^{\prime}$ for some $a^{\prime}, b^{\prime}>0$. Then

$$
\begin{aligned}
\Phi\left[q^{-a} \cdot q^{a}\right] & =\Phi\left[q^{-a}\right] \cdot \Phi\left[q^{a}\right] \\
& =\left(x^{2}-a x+1\right) \cdot\left(x^{2}+a^{\prime} x+b^{\prime}\right) \\
& =x^{4}+\left(a^{\prime}-a\right) x^{3}+\left(1+b^{\prime}-a a^{\prime}\right) x^{2}+\left(a^{\prime}-a b^{\prime}\right) x+b^{\prime}
\end{aligned}
$$

Now,

$$
q^{a}(x) \cdot q^{-a}(x)=\left(x^{2}-a x+1\right) \cdot\left(x^{2}+a x+1\right)=x^{4}+\left(2-a^{2}\right) x^{2}+1
$$

and so, by the support-preserving property of $\Phi$, we have that $a^{\prime}-a=0$ and $a^{\prime}-a b^{\prime}=$ 0 . Hence, $a^{\prime}=a$ and $b^{\prime}=1$. We conclude that $\Phi\left[q^{a}\right]=q^{a}$ for $a \in[-1,1] \backslash\{0\}$.

Define $\pi: \mathcal{M}(\mathbb{N}) \rightarrow \mathcal{M}(\mathbb{N})$ to be the map $q(x) \mapsto q\left(x^{2}\right)$. Let $\Phi^{\pi}=\pi^{-1} \circ \Phi \circ \pi$, so that

$$
\Phi^{\pi}\left[q_{0}+q_{1} x+q_{2} x^{2}+\cdots+q_{d} x^{d}\right]=r_{0}+r_{1} x+r_{2} x^{2}+\cdots+r_{d} x^{d}
$$

whenever

$$
\Phi\left[q_{0}+q_{1} x^{2}+q_{2} x^{4}+\cdots+q_{d} x^{2 d}\right]=r_{0}+r_{1} x^{2}+r_{2} x^{4}+\cdots+r_{d} x^{2 d} .
$$

It is easy to verify that $\Phi^{\pi}: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ is support-preserving and multiplicative if $\Phi$ is. By Proposition 3.1, $\Phi^{\pi}$ admits a unique extension to a degree-preserving multiplicative $\operatorname{map} \mathcal{M}(\mathbb{N}) \rightarrow \mathcal{M}(\mathbb{N})$.

Claim 3.8. Suppose that $\Phi$ is support-preserving and multiplicative, and $\Phi[x+1]=$ $x+1$. Then for all $a \in[-1,1]$ it holds that $\Phi\left[q^{a}\right]=q^{a}$.

Proof. The case of $a \neq 0$ was shown in Claim 3.7. It remains to be shown that $\Phi\left[x^{2}+1\right]=x^{2}+1$, or equivalently that $\Phi^{\pi}[x+1]=x+1$. Since $\Phi^{\pi}$ is supportpreserving and multiplicative, by Proposition 3.3 there is a constant $\gamma>0$ such that $\Phi^{\pi}[x+a]=x+\gamma a$.

Define $\Phi^{\prime}=\Psi_{1 / \gamma} \circ \Phi^{\pi}$, where we recall that $\Psi_{1 / \gamma}: p(x) \rightarrow p(\gamma x)$. Hence, $\Phi^{\prime}$ is support-preserving and multiplicative and satisfies $\Phi^{\prime}[x+1]=x+1$. Therefore, by Claim 3.7, $\Phi^{\prime}\left[x^{2}-a+1\right]=x^{2}-a x+1$ for all $a \in[-1,1] \backslash\{0\}$. Since $\Phi^{\pi}=\Psi_{\gamma} \circ \Phi^{\prime}$, we get $\Phi^{\pi}\left[q^{a}(x)\right]=x^{2}-\gamma a x+\gamma^{2}$ for all $a \in[-1,1] \backslash\{0\}$.

Let us show that $\gamma=1$. Observe that for $a=-1$

$$
q^{a}\left(x^{2}\right)=x^{4}+x^{2}+1=\left(x^{2}+x+1\right) \cdot\left(x^{2}-x+1\right)=q^{a}(x) \cdot q^{-a}(x) .
$$

Hence,

$$
\Phi\left[q^{a}\left(x^{2}\right)\right]=\Phi\left[q^{a}(x)\right] \cdot \Phi\left[q^{-a}(x)\right]=\left(x^{2}+x+1\right)\left(x^{2}-x+1\right)=x^{4}+x^{2}+1
$$

On the other hand,

$$
\Phi\left[q^{a}\left(x^{2}\right)\right]=\Phi^{\pi}\left[q^{a}\right]\left(x^{2}\right)=x^{4}-\gamma a x^{2}+\gamma^{2} .
$$

Thus $\gamma=1$, which completes the proof.
Claim 3.9. Let $A$ be a subset of $(-2,2)$. Suppose that $\Phi^{\pi}\left[q^{a}\right]=q^{a}$ for all $a \in A$. Then $\Phi\left[q^{a}\right]=q^{a}$ for all $a$ such that $a^{2}-2 \in A$.

Proof. Note that

$$
q^{a}(x) \cdot q^{-a}(x)=\left(x^{2}-a x+1\right) \cdot\left(x^{2}+a x+1\right)=x^{4}+\left(2-a^{2}\right) x^{2}+1
$$

By the claim hypothesis $\Phi^{\pi}\left[x^{2}+\left(2-a^{2}\right) x+1\right]=x^{2}+\left(2-a^{2}\right) x+1$. It follows that

$$
\Phi\left[q^{a}\right] \cdot \Phi\left[q^{-a}\right]=x^{4}+\left(2-a^{2}\right) x^{2}+1 .
$$

Without loss of generality, we can assume that $a \geq 0$. By Proposition 3.1, the left-hand side is the product of two quadratic polynomials; moreover, $\Phi\left[q^{-a}\right]$ has nonnegative coefficients. The polynomial $x^{4}+\left(2-a^{2}\right) x^{2}+1$ on the right-hand side has two pairs of complex-conjugate roots. Hence, there is a unique way to represent it as a product of two quadratic monic polynomials with real coefficients:

$$
x^{4}+\left(2-a^{2}\right) x^{2}+1=\left(x^{2}-a x+1\right) \cdot\left(x^{2}+a x+1\right) .
$$

Only one of these quadratic factors has non-negative coefficients and thus

$$
\Phi\left[q^{a}\right]=x^{2}-a x+1 \quad \text { and } \quad \Phi\left[q^{-a}\right]=x^{2}+a x+1
$$

completing the proof.

Claim 3.10. If a support-preserving multiplicative $\Phi$ satisfies $\Phi[x+1]=x+1$, then $\Phi\left[q^{a}\right]=q^{a}$ for all $a$ in $(-2,2)$.

Proof. Let $A^{*}$ be the set of all $a \in(-2,2)$ such that $\Phi^{\prime}\left[q^{a}\right]=q^{a}$ for all supportpreserving multiplicative maps $\Phi^{\prime}$ such that $\Phi^{\prime}[x+1]=x+1$. By Claim 3.8, $[-1,1] \subseteq$ $A^{*}$.

Let $f(x)=x^{2}-2$, and denote by $f^{(n)}$ the $n$-fold composition of $f$ with itself. We claim that for any $x \in(1,2)$ there is a number $n$ such that $f^{(n)}(x) \in[-1,1]$. Since the image of $(1,2)$ under $f$ is $(-1,2)$, it is enough to show that there is no $x_{0} \in(1,2)$ such that $x_{n}=f^{(n)}\left(x_{0}\right)$ stays in $(1,2)$ for all $n$. Towards a contradiction, suppose that such $x_{0}$ exists. For $x \in(1,2)$, we have that $f(x)<3 x-4$, since $f(1)=-1, f(2)=2$ and $f$ is strictly convex. In particular, $f(x)-x<2 x-4<0$ for all $x \in[1,2)$, so that $f(x)<x$. Thus the sequence $x_{n}$ is decreasing. Denote $x_{\infty}=\lim _{n} x_{n} \in[1,2)$. By continuity of $f$, we get $f\left(x_{\infty}\right)=x_{\infty}$. But $f(x)<x$ for all $x \in[1,2)$. This contradiction implies that for any $x \in(1,2)$, there is $n$ such that $f^{(n)}(x) \in(-1,1)$. The same argument applies to $x \in(-2,-1)$, since $f(-x)=f(x)$.

By Claim 3.9, if $f(a) \in A^{*}$ then $a \in A^{*}$. It follows that if $f^{(n)}(a) \in A^{*}$, then $a \in A^{*}$. Since $[-1,1] \subseteq A^{*}$, we conclude that $(-2,2) \subseteq A^{*}$. Thus $A^{*}=(-2,2)$.

We are now ready to show that if $\Phi[x+1]=x+1$, then $\Phi[q]=q$ for all quadratic $q \in \mathcal{M}(\mathbb{N})$ that have no real roots. Note that any such $q$ is (up to normalization) of the form $q(x)=x^{2}-a \gamma x+\gamma^{2}$ for some $a \in(-2,2)$ and $\gamma>0$.

Proposition 3.11. If a support-preserving multiplicative $\Phi$ satisfies $\Phi[x+1]=x+1$, then $\Phi\left[x^{2}-a \gamma x+\gamma^{2}\right]=x^{2}-a \gamma x+\gamma^{2}$ for all $a \in(-2,2)$ and all $\gamma>0$.

Proof. Recall that $\Psi_{\gamma}$ maps $p(x)$ to $p(x / \gamma)$. Consider $\Phi^{\prime}=\Psi_{1 / \gamma} \circ \Phi \circ \Psi_{\gamma}$. Then $\Phi^{\prime}$ is support-preserving and multiplicative, and $\Phi^{\prime}[x+1]=x+1$. By Claim 3.9, $\Phi^{\prime}\left[q^{a}\right]=q^{a}$ for all $a \in(-2,2)$. Equivalently, $\Psi_{1 / \gamma} \circ \Phi \circ \Psi_{\gamma}\left[q_{a}\right]=q_{a}$. Applying $\Psi_{\gamma}$ on both sides of this identity, we get $\Phi\left[\Psi_{\gamma}\left[q_{a}\right]\right]=\Psi_{\gamma}\left[q_{a}\right]$. Since $\Psi_{\gamma}\left[q_{a}\right](x)=x^{2}-a \gamma x+\gamma^{2}$, the proof is complete.

### 3.4. Proofs of Theorems 1 and 2.

Proof of Theorem 2. We first claim that to prove the theorem, it suffices to show that a support-preserving and multiplicative $\Phi$ such $\Phi[x+1]=x+1$ is the identity map. To see that this statement implies the theorem, let $\Phi$ be support-preserving and multiplicative. Define $\gamma>0$ by $\Phi[x+1]=x+\gamma$. Recall from (2.1) that $\Psi_{\gamma}: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ is the map that takes $p(x)$ to $p(x / \gamma)$. Hence $\Phi^{\prime}=\Psi_{\gamma}^{-1} \circ \Phi$ is support-preserving and multiplicative, and furthermore satisfies $\Phi^{\prime}[x+1]=x+1$. Hence, if we show that $\Phi^{\prime}$ is the identity map, then we have shown that $\Phi=\Psi_{\gamma}$.

We now show that a support-preserving and multiplicative $\Phi: \mathcal{P}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ such that $\Phi[x+1]=x+1$ is the identity map.

Fix $p \in \mathcal{P}(\mathbb{N})$. By the fundamental theorem of algebra, we can write it as a product of polynomials

$$
p(x)=\prod_{i} r^{i}(x) \prod_{j} q^{j}(x)
$$

where each $r^{i}$ is linear and each $q^{j}$ is quadratic with no real roots.
Since $p \in \mathcal{P}(\mathbb{N})$ has no positive roots, each linear term $r^{i}$ is of the form $r^{i}(x)=x+b_{i}$ for some $b_{i} \geq 0$. Since each quadratic term has no real roots, it is of the form $q^{j}(x)=x^{2}-\bar{a}_{j} \gamma_{j} x+\gamma_{j}^{2}$ for some $\gamma_{j}>0$ and $a_{j} \in(-2,-2)$.

By Proposition 3.1, we can extend $\Phi$ to a multiplicative map $\Phi: \mathcal{M}(\mathbb{N}) \rightarrow \mathcal{M}(\mathbb{N})$. Hence,

$$
\Phi[p]=\prod_{i} \Phi\left[r^{i}\right] \prod_{j} \Phi\left[q^{j}\right]
$$

By Proposition 3.3, $\Phi\left[r^{i}\right]=r^{i}$. And by Proposition 3.11, $\Phi\left[q^{j}\right]=q^{j}$. We conclude that $\Phi[p]=p$, and so $\Phi$ is the identity map. By the remark at the beginning of the proof, this implies the theorem statement.

Proof of Theorem 1. The case $S=\mathbb{N}$ follows immediately from Theorem 2 by translating from probability-generating functions back to probability measures.

Consider now $S=\mathbb{Z}$, and let $\Phi: \mathcal{P}(\mathbb{Z}) \rightarrow \mathcal{P}(\mathbb{Z})$ be a support-preserving endomorphism. Then its restriction to $\mathcal{P}(\mathbb{N})$ is equal to some $\Phi_{\beta}$. Given $\mu \in \mathcal{P}(\mathbb{Z})$, there is some $z \in \mathbb{Z}$ such that $\mu * \delta_{z} \in \mathcal{P}(\mathbb{N})$. Hence

$$
\Phi\left[\mu * \delta_{z}\right]=\Phi_{\beta}\left[\mu * \delta_{z}\right]=\Phi_{\beta}[\mu] * \Phi_{\beta}\left[\delta_{z}\right]=\Phi_{\beta}[\mu] * \delta_{z}
$$

since $\Phi_{\beta}$ is a support-preserving endomorphism. On the other hand,

$$
\Phi\left[\mu * \delta_{z}\right]=\Phi[\mu] * \Phi\left[\delta_{z}\right]=\Phi[\mu] * \delta_{z},
$$

since $\Phi$ is a support-preserving endomorphism. Hence

$$
\Phi[\mu] * \delta_{z}=\Phi_{\beta}[\mu] * \delta_{z}
$$

and so $\Phi[\mu]=\Phi_{\beta}[\mu]$.
Finally, consider the case $S=\mathbb{Q}$, and let $\Phi: \mathcal{P}(\mathbb{Q}) \rightarrow \mathcal{P}(\mathbb{Q})$ be a support-preserving endomorphism. For each $n \in \mathbb{N}$, the semi-group $\mathcal{P}(\mathbb{Z} / n)$ is isomorphic to $\mathcal{P}(\mathbb{Z})$, and thus there is some $\beta_{n}$ such that the restriction of $\Phi$ to $\mathcal{P}(\mathbb{Z} / n)$ is equal to $\Phi_{\beta_{n}}$. But since $\mathbb{Z} / n$ and $\mathbb{Z} / m$ are both contained in $\mathbb{Z} /(n m), \beta_{n}=\beta_{m}=\beta$. Finally, $\mathcal{P}(\mathbb{Q})=\cup_{n} \mathcal{P}(\mathbb{Z} / n)$, and so $\Phi=\Phi_{\beta}$.
3.5. Proof of Theorem 3. The proof of Theorem 3 initially follows the argument of the proof of Theorem 2. We first analogously extend $\Phi$ to a map from $\mathcal{M}_{\mathbb{Q}}(\mathbb{N})$ to $\mathcal{M}(\mathbb{N})$ where

$$
\mathcal{M}_{\mathbb{Q}}(\mathbb{N})=\left\{p(x)=\sum_{k=1}^{d} p_{k} x^{k} \mid p_{k} \in \mathbb{Q}, \quad p(x)>0 \text { for all } x>0, \quad p(1)=1\right\}
$$

The same argument as in the proof of Proposition 3.1 shows that there exists a multiplicative extension that preserves the degree. Note that instead of Poincaré's Lemma (Lemma 1.1), one can use Pólya's Lemma (Lemma 2.1) to ensure that for every $p \in \mathcal{M}_{\mathbb{Q}}(\mathbb{N})$ there exists an $r \in \mathcal{P}_{\mathbb{Q}}(\mathbb{N})$ such that $p \cdot r \in \mathcal{P}_{\mathbb{Q}}(\mathbb{N})$.

As in the proof of Theorem 2, we first consider linear polynomials with rational coefficients and note that the same argument of Proposition 3.3 shows that the analogous statement holds in the rational setting.

Proposition 3.12. For any support-preserving multiplicative $\Phi: \mathcal{P}_{\mathbb{Q}}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$, there exists a constant $\gamma>0$ such that $\Phi[x+a]=x+\gamma$ for all $a \in \mathbb{Q}_{>0}$.

We next study quadratic polynomials with rational coefficients. The argument of Proposition 3.11 still applies.

Proposition 3.13. Let $\Phi: \mathcal{P}_{\mathbb{Q}}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ be support-preserving and multiplicative, and $\Phi[x+1]=x+1$. Then its extension to $\mathcal{M}_{\mathbb{Q}}(\mathbb{N})$ satisfies $\Phi[p]=p$ for any polynomial $p$ of the form $p(x)=x^{2}-a \gamma x+\gamma^{2}$ with $a \in(-2,2) \cap \mathbb{Q}$ and $\gamma \in \mathbb{Q}>0$.

Note that this does not apply to all rational quadratic polynomials, since the free coefficient is a square of a rational.

Accordingly, let $\mathcal{M}_{\mathbb{Q}}^{\prime}(\mathbb{N}) \subset \mathcal{M}_{\mathbb{Q}}(\mathbb{N})$ be the set of polynomials with rational coefficients which are products of linear rational polynomials $(x+a$ for $a \in \mathbb{Q} \geq 0)$ and quadratic polynomials of the form considered in Proposition $3.12\left(x^{2}-a \gamma x+\gamma^{2}\right.$ for $a \in(-2,2) \cap \mathbb{Q}$ and $\left.\gamma \in \mathbb{Q}_{>0}\right)$. Then the same proof of Theorem 2 yields the following:

Proposition 3.14. Let $\Phi$ be an extension of a support-preserving multiplicative map from $\mathcal{P}_{\mathbb{Q}}(\mathbb{N})$ to $\mathcal{M}_{\mathbb{Q}}(\mathbb{N})$. Then there exists a constant $\gamma>0$ such that $\Phi[p](x)=$ $p(\gamma x) / p(\gamma)$ for any $p \in \mathcal{M}_{\mathbb{Q}}^{\prime}(\mathbb{N})$.

Consider the topology on $\mathcal{M}(\mathbb{N})$ given by $\lim _{t} p^{(t)}=p$ if $\lim _{t} \operatorname{deg}\left(p^{(t)}\right)=\operatorname{deg}(p)$ and $\lim _{t} p_{k}^{(t)}=p_{k}$ for all $k$. Then $\mathcal{M}_{\mathbb{Q}}^{\prime}(\mathbb{N})$ is a rich dense sub-semi-group of $\mathcal{M}_{\mathbb{Q}}(\mathbb{N})$, which is dense in $\mathcal{M}(\mathbb{N})$. Thus, automatic continuity (Proposition 1.2) together with Proposition 3.14 yield Theorem 3.

Proof of Theorem 3. Let $\Phi: \mathcal{P}_{\mathbb{Q}}(\mathbb{N}) \rightarrow \mathcal{P}(\mathbb{N})$ be support-preserving and multiplicative. Define $\gamma$ by $\Phi[x+1]=x+\gamma$, and let $\Phi^{\prime}=\Psi_{\gamma}^{-1} \circ \Phi$. Then $\Phi^{\prime}$ is support-preserving,
multiplicative, and satisfies $\Phi^{\prime}[x+1]=x+1$. Extend it to a multiplicative, degreepreserving $\Phi^{\prime}: \mathcal{M}_{\mathbb{Q}}(\mathbb{N}) \rightarrow \mathcal{M}(\mathbb{N})$. By Proposition 3.14, the restriction of $\Phi^{\prime}$ to $\mathcal{M}_{\mathbb{Q}}^{\prime}(\mathbb{N})$ is of the form $\Psi_{\gamma^{\prime}}$, and since $\Phi^{\prime}[x+1]=x+1$, we get $\gamma^{\prime}=1$. Therefore, $\Phi^{\prime}$ restricted to $\mathcal{M}_{\mathbb{Q}}^{\prime}(\mathbb{N})$ is the identity map. Hence, by Proposition $1.2, \Phi^{\prime}$ is the identity map on the whole domain $\mathcal{M}_{\mathbb{Q}}(\mathbb{N})$. Thus $\Phi=\Psi_{\gamma}$.
3.6. Proof of Proposition 1.2. Recall that Poincaré's Lemma (Lemma 1.1) shows that for every $q \in \mathcal{M}(\mathbb{N})$ there is a polynomial $p \in \mathcal{P}(\mathbb{N})$ such that $q \cdot p \in \mathcal{P}(\mathbb{N})$. Towards proving Proposition 1.2, we investigate a related question: Given $p \in \mathcal{P}(\mathbb{N})$, for which $q \in \mathcal{M}(\mathbb{N})$ does it holds that $q \cdot p \in \mathcal{P}(\mathbb{N})$ ?

Given $p \in \mathcal{P}(\mathbb{N})$, denote by $S_{p} \subseteq \mathcal{M}(\mathbb{N})$ the set of polynomials $q$ such that $q \cdot p \in$ $\mathcal{P}(\mathbb{N})$ :

$$
S_{p}=\{q \in \mathcal{M}(\mathbb{N}): q \cdot p \in \mathcal{P}(\mathbb{N})\}
$$

A natural question is to understand when $S_{p} \subseteq S_{p^{\prime}}$. For example, if $p^{\prime}(x)=p^{2}(x)$ then clearly $S_{p} \subseteq S_{p^{\prime}}$. The next lemma shows that if we further require that $\operatorname{deg}\left(p^{\prime}\right) \leq$ $\operatorname{deg}(p)$ (and $p_{0} \neq 0$ ), then the containment $S_{p} \subseteq S_{p^{\prime}}$ is only possible when $p=p^{\prime}$.

Lemma 3.15. Consider $p, p^{\prime} \in \mathcal{P}(\mathbb{N})$ such that $\operatorname{deg}\left(p^{\prime}\right) \leq \operatorname{deg}(p)$ and $p_{0} \neq 0$. Then $p=p^{\prime}$ if and only if $S_{p} \subseteq S_{p^{\prime}}$.

Proof. Only one direction is non-trivial: proving the existence of $q \in S_{p} \backslash S_{p^{\prime}}$ if $p \neq p^{\prime}$.
Denote $n=\operatorname{deg}(p)$. We claim that we can assume without loss of generality that $p_{k}>0$ for $k=0, \ldots, n$. Otherwise, replace $p$ and $p^{\prime}$ by $p \cdot r$ and $p^{\prime} \cdot r$ with $r(x)=(x+1)^{n}$. If we can find $q$ such that $q \cdot p \cdot r \in \mathcal{P}(\mathbb{N})$ but $q \cdot p^{\prime} \cdot r \notin \mathcal{P}(\mathbb{N})$ then $q \cdot r \in S_{p} \backslash S_{p^{\prime}}$.

The first step is to show the existence of a polynomial $s(x)=\sum_{k=0}^{n+1} s_{k} x^{k}$ with $\operatorname{deg}(s)=n+1$ such that all the coefficients $(p \cdot s)_{k}$ are non-negative for $k=0, \ldots, n+$ 1 but $\left(p^{\prime} \cdot s\right)_{n+1} \leq-1$. These requirements are equivalent to a system of linear inequalities on coefficients of $s$ :

$$
\begin{equation*}
A \vec{s} \geq \vec{b}, \quad \text { where } \tag{3.6}
\end{equation*}
$$

$$
A=\left(\begin{array}{ccccc}
p_{0} & 0 & \cdots & \cdots & 0 \\
p_{1} & p_{0} & 0 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
p_{n} & p_{n-1} & \cdots & p_{0} & 0 \\
0 & p_{n} & p_{n-1} & \cdots & p_{0} \\
0 & -p_{n}^{\prime} & -p_{n-1}^{\prime} & \cdots & -p_{0}^{\prime}
\end{array}\right), \quad \vec{s}=\left(\begin{array}{c}
s_{0} \\
s_{1} \\
\vdots \\
s_{n+1}
\end{array}\right), \quad \vec{b}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
1
\end{array}\right) .
$$

By the Farkas Lemma, (3.6) has a solution if and only if there is no way to combine the inequalities with non-negative coefficients to get the contradictory inequality $0 \geq 1$.

Formally, there must be no $\left(\lambda_{0}, \ldots, \lambda_{n+2}\right) \in \mathbb{R}_{\geq 0}^{n+2}$ such that

$$
\left\{\begin{array}{c}
A^{T} \vec{\lambda}=\overrightarrow{0}  \tag{3.7}\\
\langle\vec{b}, \vec{\lambda}\rangle=1 .
\end{array}\right.
$$

Here $\lambda_{l} \geq 0$ is interpreted as the weight of the inequality $l$ in the original system, and $A^{T}$ denotes the transposed matrix $A$. Let us write down the equations (3.7) explicitly:

$$
\left\{\begin{array}{rl}
p_{0} \lambda_{0}+\ldots+p_{n} \lambda_{n} & =0 \\
\left(p_{0} \lambda_{k}+\ldots+p_{n-k} \lambda_{n}\right)+p_{n-k+1} \lambda_{n+1}-p_{n-k+1}^{\prime} \lambda_{n+2} & =0, \\
\lambda_{n+2} & =1
\end{array} \quad k=1, \ldots, n+1\right.
$$

Since all coefficients of $p$ are assumed to be positive and $\lambda_{k} \geq 0$ for all $k$, the first equation implies $\lambda_{0}=\lambda_{1}=\ldots=\lambda_{n}=0$. Hence, the second family of equations gives $p_{n-k+1} \lambda_{n+1}-p_{n-k+1}^{\prime} \lambda_{n+2}=0$ for $k=1, \ldots, n+1$. Since $p$ and $p^{\prime}$ are non-zero and not equal, these identities can only hold if $\lambda_{n+1}=\lambda_{n+2}=0$. Since $\lambda_{n+2}=1$ by the last equation, we conclude that the system (3.7) does not have a solution. Thus the system (3.6) has a solution and the polynomial $s(x)$ exists.

We now argue that the polynomial $q \in \mathcal{M}(\mathbb{N})$ defined (up to normalization) by

$$
q(x)=s(x)+C \cdot x^{n+2}
$$

has the desired properties for a large enough constant $C>0$. Indeed, the coefficients of $x^{k}$ with $k=0, \ldots, n+1$ in the products $p \cdot q$ and $p^{\prime} \cdot q$ are the same as in $p \cdot s$ and $p^{\prime} \cdot s$. Hence, $\left(p^{\prime} \cdot q\right)_{n+1} \leq-1$ and so $p^{\prime} \cdot q \notin \mathcal{P}(\mathbb{N})$. It remains to be shown that we can always choose $C$ so that $(p \cdot q)_{k} \geq 0$ for $k=n+2, \ldots 2 n+2$. For such $k$, we get

$$
(p \cdot q)_{k}=(p \cdot s)_{k}+C \cdot p_{k-(n+2)}
$$

Since all the coefficients of $p$ are strictly positive, choosing

$$
C=\max _{k=n+2, \ldots 2 n+2} \frac{(p \cdot s)_{k}}{p_{k-(n+2)}}
$$

ensures that $p \cdot q \in \mathcal{P}(\mathbb{N})$. As $p \cdot q \in \mathcal{P}(\mathbb{N})$ and $p \in \mathcal{P}(N)$, we conclude that the constructed polynomial $q$ belongs to $\mathcal{M}(\mathbb{N})$ and complete the proof.

The next lemma strengthens the previous, again considering $p, p^{\prime}$ such that $\operatorname{deg}\left(p^{\prime}\right) \leq$ $\operatorname{deg}(p)$ and $p_{0} \neq 0$. It shows that when $p \neq p^{\prime}$, then not only is $S_{p}$ not contained in $S_{p^{\prime}}$, but moreover, the interior of $S_{p}$ is not contained in $S_{p^{\prime}}$. Recall that our topology is the one under which $\lim _{t} p^{(t)}=p$ if $\lim _{t} \operatorname{deg}\left(p^{(t)}\right)=\operatorname{deg}(p)$ and $\lim _{t} p_{k}^{(t)}=p_{k}$ for all $k$. Note that $S_{p}$ trivially has a non-empty interior because, for any $p$, it contains $\mathcal{P}(\mathbb{N})$, which has a non-empty interior. The lemma implies that the interior of $S_{p}$ extends non-trivially beyond that.

Lemma 3.16. Consider $p, p^{\prime} \in \mathcal{P}(\mathbb{N})$ such that $\operatorname{deg}\left(p^{\prime}\right) \leq \operatorname{deg}(p)$ and $p_{0} \neq 0$. Then $p=p^{\prime}$ if and only if the interior of $S_{p}$ is contained in $S_{p^{\prime}}$.

Proof. One direction is again immediate. For the other direction, we need to show that if $M$ is a dense subset of $\mathcal{M}(\mathbb{N})$, then $p \neq p^{\prime}$ implies that there is an element of $M$ in $S_{p} \backslash S_{p^{\prime}}$.

Fix $p \neq p^{\prime}$ with $p_{0} \neq 0$ and $\operatorname{deg}\left(p^{\prime}\right) \leq \operatorname{deg}(p)$. By Lemma 3.15, there is $q \in \mathcal{M}(\mathbb{N})$ such that $q \in S_{p} \backslash S_{p^{\prime}}$, i.e., $p \cdot q$ has non-negative coefficients, but $p^{\prime} \cdot q$ has a negative coefficient.

Denote by $m$ the degree of $q$ and consider $r(x)=(x+1)^{m}$. For $\varepsilon>0$, define $q^{\varepsilon}=q+\varepsilon \cdot r$. Note that $p \cdot q^{\varepsilon}$ has strictly positive coefficients. Since the coefficients of a product depend continuously on the multiplicands, we can choose small $\varepsilon>0$ such that $p^{\prime} \cdot q^{\varepsilon}$ has a negative coefficient.

Let $q^{(t)} \in M, t=1,2, \ldots$, be a sequence of polynomials of degree $m$ such that $q_{k}^{(t)} \rightarrow q_{k}^{\varepsilon}$ as $t \rightarrow \infty$ for all $k=0,1, \ldots, m$. Using the continuity of the product again, we conclude that, for large enough $t$, all the coefficients of $p \cdot q^{(t)}$ are strictly positive, but $p^{\prime} \cdot q^{(t)}$ has a negative coefficient.

Proof of Proposition 1.2. We first consider a polynomial $p \in M^{\prime} \cap \mathcal{P}(\mathbb{N})$, prove that $\Phi[p]=p$, and then extend the conclusion to all $p \in M^{\prime}$.

We assume without loss of generality that $p_{0} \neq 0$. Indeed, if $p(x)=x^{m} \cdot r(x)$ for some $r$ with $r_{0} \neq 0$, then, by the richness hypothesis, $x$ is contained in $M$ and $r$ is contained in $M^{\prime}$. Hence, $\Phi[p]=\Phi[x]^{m} \cdot \Phi[r]=x^{m} \cdot \Phi[r]$ and proving $\Phi[r]=r$ would imply $\Phi[p]=p$.

Towards a contradiction, assume that $p \neq \Phi[p]$ and denote $p^{\prime}=\Phi[p]$. As $\Phi$ is degree-preserving, $\operatorname{deg}\left(p^{\prime}\right)=\operatorname{deg}(p)$. By Lemma 3.16, there is a polynomial $q \in M$ such that $q \in S_{p}$ and $q \notin S_{p^{\prime}}$. In other words, $p \cdot q$ has non-negative coefficients, and $p^{\prime} \cdot q$ has a negative coefficient.

Since $q \in M$, by the proposition hypothesis, $\Phi[q]=q$ and thus

$$
p^{\prime} \cdot q=\Phi[p] \cdot \Phi[q]=\Phi[p \cdot q] .
$$

Since $p \cdot q$ has non-negative coefficients, so does $\Phi[p \cdot q]$ because $\Phi$ maps $M^{\prime} \cap \mathcal{P}(\mathbb{N})$ to $\mathcal{P}(\mathbb{N})$. We get that $p^{\prime} \cdot q$ has no negative coefficients and reach a contradiction. Thus $p^{\prime}=p$ or, equivalently, $\Phi[p]=p$ for $p \in M^{\prime} \cap \mathcal{P}(\mathbb{N})$.

It remains to show that $\Phi[p]=p$ for $p \in M^{\prime} \backslash \mathcal{P}(\mathbb{N})$. By the density of $M$, there is a constant $a>0$ such that $q(x)=x+a$ belongs to $M$. By Pólya's Lemma (Lemma 2.2), $p(x) \cdot(x+a)^{n}$ has non-negative coefficients for some $n$ large enough. Denote $q(x)=(x+a)^{n}$. Both multiplicands in $p \cdot q$ belong to $M^{\prime}$, so the product also does. Hence, $p \cdot q \in M^{\prime} \cap \mathcal{P}(\mathbb{N})$. By the already proved statement, $\Phi[p \cdot q]=p \cdot q$. On the other hand, $\Phi[p \cdot q]=\Phi[p] \cdot \Phi[q]$. Since $q \in M$, we get $\Phi[q]=q$ and conclude that $\Phi[p]=p$.
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[^1]:    ${ }^{1}$ As discussed in $\S 2$, we omit a normalizing constant and write $q^{a, b}(x)$ as above, rather than $\left(x^{2}-a x+a b\right) /(1-a+a b)$.
    ${ }^{2}$ Again, we omit normalization constants as discussed in $\S 2$. With these constants the claim would be that $a \neq b$ implies $\Phi[(x+a) /(1+a)] \neq \Phi[(x+b) / 1+b)]$.

